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1. 

SYSTEMAND METHOD FOR USING TEXT 
ANALYTCS TO DENTIFY A SET OF 

RELATED DOCUMENTS FROMA SOURCE 
DOCUMENT 

BACKGROUND OF THE INVENTION 

1. Technical Field 
The present invention relates generally to using text 

analytics to identify a set of documents from a source 
document, and more specifically relates to a system and 
method for using text analytics on a technical reference Such 
as a patent, along with a MeSH database, to identify a set of 
related references. 

2. Related Art 
Recent years have seen an explosive growth in the field of 

biotechnology, where discoveries can be worth hundreds of 
millions of dollars for the entities that own the rights to the 
discoveries. An ongoing challenge however is the tremen 
dous cost of the research and development that is typically 
required. Given the dollar figures that are involved, compa 
nies must have a full understanding of the technology 
landscape for a particular biotechnology field. 
Much of the technology landscape for a particular field 

can be gleaned from technical references, such as patent 
references and other scientific articles. From such refer 
ences, one can determine the current state of the art, what 
technology is proprietary, what technology is public domain, 
etc. One of the challenges however involves quickly and 
efficiently locating relevant references that relate to a tech 
nological endeavor. 

In many cases, the researcher may have an initial docu 
ment, e.g., a patent, a journal article, a patient record, etc., 
and would like to find a superset of technical references that 
are related to the initial document. Various methodologies 
are known for searching for technical references. A common 
approach involves word searching, in which key words are 
entered into a database to identify references that include the 
key words. Other approaches involve utilizing classification 
data. For instance, in the case of patents, related patents may 
be identified based on the classification and sub-classifica 
tion codes that are designated to each patent. In even a 
further approach, investigators can examine the list of ref 
erences cited in the initial document. 

While each of these techniques is useful, each is limited 
for obvious reasons. Word searching is limited since differ 
ent writers often refer to similar concepts using any number 
of different terms, which generates many useless results. 
Furthermore, in the case of patents, the number of patents 
that share the same classification/sub-classification codes 
can be very large in number, and not always include the 
relevant features that are being searched. Conversely, the 
number of cited references listed on a technical document is 
typically a relatively short list that can only point to preex 
isting references, which may provide a good starting point, 
but is almost certainly not comprehensive in nature. 

Accordingly, there are currently significant limitations 
involved in searching and analyzing technical references 
when trying to understand the technology landscape of a 
particular field of study. 

Fortunately, non-patent literature in the biotechnology 
field is somewhat more user-friendly. The US National 
Library of Medicine (NLM) has over the years developed a 
Scientific system called the Universal Medical Language 
System (UMLS) for the international harmonization of 
medical information and for the purpose of improving 
access to medical and scientific literature. The UMLS 
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(http://umls.nlm.nih.gov/) objective is to help researchers 
intelligently retrieve and integrate information from a wide 
range of disparate electronic biomedical information 
Sources. It can be used to overcome variations in the way 
similar concepts are expressed in different sources. This 
makes it easier for users to link information from patient 
record systems, bibliographic databases, factual databases, 
expert Systems, etc. 
The UMLS knowledge services can also assist in data 

creation and indexing publications. A part of the UMLS 
consists of the Medical Subject Heading (MeSH) Codes 
which serve as the basis for building ontologies important 
for the classification of the scientific literature. To this end, 
the NLM has a full time staff who methodically index 
millions of scientific publications in practically all of the 
recognized scientific journals. This forms the bases of Such 
national resources such as MedLine (as well as other data 
bases). When the NLM indexers classify and index these 
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create an extremely valuable set of metadata that describes 
the articles being indexed. For example, the indexers typi 
cally read the articles and make a list of all chemicals that 
are mentioned in the articles (i.e., the chemical file). 
At the highest level, the indexers use a variety of MeSH 

qualifier codes to determine if the article being indexed is 
about chemicals, Surgery, genetics, etc. At the more granular 
level, they classify the articles via an extensive system of 
concept codes, which number more than 750,000. This 
serves as a rich source of metadata for further classifying 
and indexing other content. 

Unfortunately, there is no automated mechanism that 
allows a user to find related technical references for an 
inputted document (e.g., patent document, newspaper 
article, patient record, etc.) that is not indexed by the NLM 
or other similar metadata database. Accordingly, a need 
exists for a system that can identify a Superset of technical 
references for an inputted reference. 

SUMMARY OF THE INVENTION 

The present invention addresses the above-mentioned 
problems, as well as others, by providing 

In a first aspect, the invention provides a document 
processing system, comprising: a textual analytics system 
that analyzes unstructured data contained in a source docu 
ment and extracts a set of structured information about the 
Source document; and a compare system that identifies a set 
of related documents by comparing the set of structured 
information with metadata indexed from a set of publica 
tions. 

In a second aspect, the invention provides a computer 
program product stored on a computer readable medium for 
processing a content Source, comprising: program code 
configured for analyzing unstructured data contained in the 
content source and for extracting a set of structured infor 
mation about the content Source; and program code config 
ured for identifying a set of related documents by comparing 
the set of structured information with metadata indexed from 
a set of publications. 

In a third aspect, the invention provides a method of 
processing a source document, comprising: analyzing 
unstructured data contained in the Source document; extract 
ing a set of structured information about the Source docu 
ment; and identifying a set of related documents by com 
paring the set of structured information with metadata 
indexed from a set of publications. 
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In a fourth aspect, the invention provides a method for 
deploying an application for processing a document, com 
prising: providing a computer infrastructure being operable 
to: analyze unstructured data contained in the content Source 
and for extracting a set of structured information about the 
content source; and identify a set of related documents by 
comparing the set of structured information with metadata 
indexed from a set of publications. 

In a fifth aspect, the invention provides computer software 
embodied in a propagated signal for implementing an appli 
cation for processing a document, the computer software 
comprising instructions to cause a computer to perform the 
following functions: analyze unstructured data contained in 
the Source document; extract a set of structured information 
about the source document; and identify a set of related 
documents by comparing the set of structured information 
with metadata indexed from a set of publications. 

BRIEF DESCRIPTION OF THE DRAWINGS 

These and other features of this invention will be more 
readily understood from the following detailed description 
of the various aspects of the invention taken in conjunction 
with the accompanying drawings in which: 

FIG. 1 depicts a computer system having a document 
processing system in accordance with an embodiment of the 
present invention. 

FIG. 2 depicts search engine for searching annotated 
documents in accordance with an embodiment of the present 
invention. 

DETAILED DESCRIPTION OF THE 
INVENTION 

Referring now to the drawings, FIG. 1 depicts a computer 
system 10 having a document processing system 18 that 
analyzes an inputted source document 28 and generates a set 
of related documents 30. In addition, document processing 
system 18 may also generate an annotated document 32 that 
includes metadata 34 used to identify the set of related 
documents 30. The annotated document 32 may be stored in 
an annotated documents database 40 (i.e., with other anno 
tated documents). The set of related documents 30 com 
prises a list of publications that are somehow related or 
relevant to the inputted source document 28. 

It is understood that source document 28 may comprise 
any type of document, but generally comprises “unstruc 
tured information.” The generated set of related documents 
30 may comprise any documents that can be identified via a 
metadata database 36. For example, in one illustrative 
embodiment, Source document 28 may comprise a biotech 
nology related patent document that discloses a particular 
genetic sequence, and the set of related documents 30 
comprises a list of biotechnology references (i.e., journal 
articles, etc.) that discuss the particular genetic sequence. In 
another embodiment, source document 28 may comprise a 
patient record that discloses a particular condition or disease, 
and the set of related documents 30 may include scientific 
articles relevant to the condition or disease. 

In still a further embodiment, rather than inputting a 
Source document 28, document processing system 18 may 
input any type of content Source that contains unstructured 
information. Illustrative content sources may include mul 
timedia data Such as audio files, video data, images, stream 
ing data, Web pages, etc. 

To generate the related set of documents 30, document 
processing system 18 includes a textual analytics system 20 
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4 
for extracting "structured information, including key 
words, such as chemical names, diseases, genes, etc., from 
the Source document 28; a compare system 22 for matching 
the structured information with metadata stored in metadata 
database 36 to locate the set of related documents 30; an 
aggregation and ranking System 24 for aggregating and 
ranking the set of related documents 30 and/or associated 
metadata/structured information; and an annotation system 
for generating an annotated document 32 that includes 
metadata 34. 

Textual analytics system 20 provides a system for ana 
lyzing unstructured information in order to generate a set of 
structured information. Textual analytics system 20 may for 
instance be implemented with the IBMTM Unstructured 
Information Management Architecture (UIMA). Structured 
information may be characterized as information whose 
intended meaning is unambiguous and explicitly represented 
in the structure or format of the data. The canonical example 
of structured information is a relational database table. 
Unstructured information may be characterized as informa 
tion whose intended meaning is only loosely implied by its 
form and therefore requires interpretation in order to 
approximate and extract its intended meaning. Examples 
include natural language documents, speech, audio, still 
images, Web pages and video. It is estimated that 80 percent 
of all corporate information is unstructured. 

In analyzing unstructured content, Unstructured Informa 
tion Management (UIM) applications make use of a variety 
of technologies including statistical and rule-based natural 
language processing (NLP), information retrieval, machine 
learning, ontologies, and automated reasoning. UIM appli 
cations may consult structured sources to help resolve the 
semantics of the unstructured content. For example, a data 
base of chemical names can help in focusing the analysis of 
medical abstracts. A UIM application generally produces 
structured information resources that unambiguously repre 
sent content derived from unstructured information input. 
These structured resources can then be made accessible 
through a set of application-appropriate access methods. A 
simple example is a search index and query processor that 
makes documents quickly accessible by topic and ranks 
them according to their relevance to key concepts specified 
by the user. A more complex example is a formal ontology 
and inference system that, for example, allows the user to 
explore the concepts, their relationships, and the logical 
implications contained in a collection consisting of millions 
of documents. 

Textual analytics system 20 may be implemented to 
identify structured information about a particular technology 
field (e.g., life Sciences) including key words. Such as 
chemical names, diseases, genes, molecules, etc., from the 
source document 28. Other information, such as a list of 
chemical abstract (CAS) numbers and a list of SMILES 
(“simplified molecular input line entry specification,” which 
is a specification for unambiguously describing the structure 
of chemical molecules using short ASCII alpha-numeric 
strings) may also be derived by textual analytics system 20 
from the source document 28. 
Compare system 22 compares the results of textual ana 

lytics system 20 with information in metadata database 36 to 
identify a set of related documents 30. Metadata database 36 
comprises metadata indexed from a comprehensive set of 
technology references, i.e., publications, such as Scientific 
journal articles. In one illustrative embodiment, metadata 
database 36 comprises a database of MedLine abstracts, 
which include metadata comprised of MeSH codes, codes, 
chemical lists, CAS numbers, a SMILES data, etc., for 
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associated publications. Compare system 22 thus identifies 
publications whose associated metadata matches the struc 
tured information obtained by textual analysis system 20. 
Each such match may result in the identification of a 
technology reference that can be added to the set of related 
documents 30. Aggregation and ranking system 24 may be 
implemented to aggregate results and rank documents within 
the set of related documents 30. 

Annotation system 26 can be utilized to annotate the 
source document 28 with metadata 34 derived from both the 
metadata database 36 and from the textual analytics system 
20. The metadata 34 in annotated document 32 may likewise 
be processed/ranked by aggregation and ranking system 24. 
In an example where source document 28 comprises a 
patent, an annotated patent could be generated with, e.g., 
MedLine metadata that includes MeSH data, indexed data 
associated with technical references containing chemicals in 
common with the Source patent, etc. 

In an illustrative embodiment, the metadata database 36 
could be loaded as a separate Star Schema that is part of a 
larger data warehouse that also contains the annotated docu 
ments database 40. 
The aggregation and ranking system 24 could be imple 

mented in any manner. For instance, if multiple references 
within the set of related documents 30 include the same 
piece of metadata, those instances of the metadata could be 
aggregated into a single listing with an increased rank of 
importance. Moreover, aggregation and ranking system 24 
could identify “categories' of references and/or metadata 
that are deemed more important than others. Furthermore, 
aggregation and ranking system 24 could filter references 
and/or metadata to exclude certain references or metadata 
from the results. 

Likewise, annotation system 26 may be implemented in 
any fashion. For instance, the metadata 34 may be stored in 
additional fields of a document database. 

It should be understood that any type of metadata could be 
used within the context of the present invention to identify 
a set of related documents 30 and annotate a source docu 
ment 28. Illustrative types of metadata include MedLine 
qualifier codes, chemicals, molecular structures, MeSH 
codes, concept codes, classifications, ontologies, etc. Non 
biotechnology related patents, such as Software, mechanical, 
electrical, etc., could likewise be annotated in a similar 
fashion with domain specific metadatabased on, e.g., exist 
ing or developed metadata ontologies and classifications. 

FIG. 2 depicts a data mining system 42 for exploiting the 
annotated documents database 40 of FIG. 1. Data mining 
system 42 includes a search system 44 and metadata clas 
sification system 46 that allows a user to enter a metadata 
query 48 to generate a set of search results 50. 

In general, the computer system 10 of FIG. 1 (as well as 
the data mining system 42 of FIG. 2) may comprise, e.g., a 
desktop, a laptop, a workstation, etc. Moreover, computer 
system 10 could be implemented as part of a client and/or a 
server. Computer system 10 generally includes a processor 
12, input/output (I/O) 14, memory 16, and bus 17. The 
processor 12 may comprise a single processing unit, or be 
distributed across one or more processing units in one or 
more locations, e.g., on a client and server. Memory 16 may 
comprise any known type of data storage and/or transmis 
sion media, including magnetic media, optical media, ran 
dom access memory (RAM), read-only memory (ROM), a 
data cache, a data object, etc. Moreover, memory 16 may 
reside at a single physical location, comprising one or more 
types of data storage, or be distributed across a plurality of 
physical systems in various forms. 

10 

15 

25 

30 

35 

40 

45 

50 

55 

60 

65 

6 
I/O 14 may comprise any system for exchanging infor 

mation to/from an external resource. External devices/re 
Sources may comprise any known type of external device, 
including a monitor/display, speakers, storage, another com 
puter system, a hand-held device, keyboard, mouse, voice 
recognition system, speech output system, printer, facsimile, 
pager, etc. Bus 17 provides a communication link between 
each of the components in the computer system 10 and 
likewise may comprise any known type of transmission link, 
including electrical, optical, wireless, etc. Although not 
shown, additional components, such as cache memory, com 
munication systems, system Software, etc., may be incorpo 
rated into computer system 10. 

Access to computer system 10 may be provided over a 
network 36 such as the Internet, a local area network (LAN), 
a wide area network (WAN), a virtual private network 
(VPN), etc. Communication could occur via a direct hard 
wired connection (e.g., serial port), or via an addressable 
connection that may utilize any combination of wireline 
and/or wireless transmission methods. Moreover, conven 
tional network connectivity, such as Token Ring, Ethernet, 
WiFi or other conventional communications standards could 
be used. Still yet, connectivity could be provided by con 
ventional TCP/IP sockets-based protocol. In this instance, an 
Internet service provider could be used to establish inter 
connectivity. Further, as indicated above, communication 
could occur in a client-server or server-server environment. 

It should be appreciated that the teachings of the present 
invention could be offered as a business method on a 
Subscription or fee basis. For example, a computer system 
10 comprising document processing system could be cre 
ated, maintained and/or deployed by a service provider that 
offers the functions described herein for customers. That is, 
a service provider could offer to provide identifying sets of 
related documents, a process for annotated documents, and/ 
or a annotated documents database 40 as described above. 

It is understood that the systems, functions, mechanisms, 
methods, engines and modules described herein can be 
implemented in hardware, Software, or a combination of 
hardware and software. They may be implemented by any 
type of computer system or other apparatus adapted for 
carrying out the methods described herein. A typical com 
bination of hardware and software could be a general 
purpose computer system with a computer program that, 
when loaded and executed, controls the computer system 
such that it carries out the methods described herein. Alter 
natively, a specific use computer, containing specialized 
hardware for carrying out one or more of the functional tasks 
of the invention could be utilized. In a further embodiment, 
part of all of the invention could be implemented in a 
distributed manner, e.g., over a network Such as the Internet. 
The present invention can also be embedded in a com 

puter program product, which comprises all the features 
enabling the implementation of the methods and functions 
described herein, and which when loaded in a computer 
system is able to carry out these methods and functions. 
Terms such as computer program, Software program, pro 
gram, program product, Software, etc., in the present context 
mean any expression, in any language, code or notation, of 
a set of instructions intended to cause a system having an 
information processing capability to perform a particular 
function either directly or after either or both of the follow 
ing: (a) conversion to another language, code or notation; 
and/or (b) reproduction in a different material form. 
The foregoing description of the invention has been 

presented for purposes of illustration and description. It is 
not intended to be exhaustive or to limit the invention to the 
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precise form disclosed, and obviously, many modifications 
and variations are possible. Such modifications and varia 
tions that may be apparent to a person skilled in the art are 
intended to be included within the scope of this invention as 
defined by the accompanying claims. 
The invention claimed is: 
1. A computer system for processing documents, the 

system comprising: 
a memory including a document processing system stored 

thereon, and 
a processor in communication with the memory, 
wherein the processor executes the document processing 

system stored in the memory, the document processing 
system including: 

a textual analytics system that analyzes unstructured data 
contained in a source document to generate a set of 
structured information about the source document and 
extracts the set of structured information about the 
Source document; 

a compare system that identifies and aggregates a set of 
documents related to the source document by compar 
ing the set of structured information with metadata 
stored in a metadata database, wherein the metadata 
stored in the metadata database is indexed from a set of 
technical reference publications, 

wherein a technical reference publication is identified as 
related to the source document and added to the set of 
documents related to the source document when the set 
of structured information extracted from the source 
document matches an associated metadata of the tech 
nical reference publication; 

an annotation system for annotating the source document, 
wherein the annotation system annotates the Source docu 

ment with the structured information extracted from the 
Source document, and wherein the annotation system 
further annotates the Source document with metadata 
associated with each technical reference publication in 
the set of related documents; and 

a ranking system for ranking the metadata in the anno 
tated source document, 

wherein in a case in which more than one technical 
reference in the set of related documents is associated 
with a piece of metadata, the piece of metadata is 
assigned a higher rank of importance relative to a piece 
of metadata which is associated with fewer technical 
references in the set of related documents. 

2. The computer system for processing documents of 
claim 1, wherein the set of structured information further 
comprises key words associated with a technology field. 

3. The computer system for processing documents of 
claim 1, wherein the unstructured data comprises one of 
natural language documents, speech, audio, still images, and 
video. 

4. The computer system for processing documents of 
claim 1, further comprising: 

a database of annotated documents; and 
a data mining system for mining the database of annotated 

documents. 
5. A non-transitory computer readable storage medium 

storing computer instructions, which when executed, enable 
a computer hardware system to process a content source, the 
processing comprising: 

analyzing unstructured data contained in the content 
Source to generate a set of structured information about 
the content source; 

extracting the set of structured information about the 
content Source; 
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8 
identifying and aggregating a set of documents related to 

the content source by comparing the set of structured 
information with metadata stored in a metadata data 
base, wherein the metadata stored in the metadata 
database is indexed from a set of technical reference 
publications, 

wherein a technical reference publication is identified as 
related to the content source and added to the set of 
documents related to the content source when the set of 
structured information extracted from the content 
Source matches an associated metadata of the technical 
reference publication document; 

annotating the content source with the structured infor 
mation extracted from the content source and with 
metadata associated with each technical reference pub 
lication in the set of related documents; and 

ranking the metadata in the annotated content source, 
wherein in a case in which more than one technical 

reference publication in the set of related documents is 
associated with a piece of metadata, the piece of 
metadata is assigned a higher rank of importance 
relative to a piece of metadata which is associated with 
fewer technical reference publications in the set of 
related documents. 

6. The non-transitory computer readable storage medium 
of claim 5, wherein the set of structured information further 
comprises key words associated with a technology field. 

7. The non-transitory computer readable storage medium 
of claim 5, wherein the unstructured data comprises one of: 
natural language documents, speech, audio, still images, and 
video. 

8. The non-transitory computer readable storage medium 
of claim 5, the processing further comprising: 

storing an annotated content source in a database of 
annotated documents; and 

data mining the database of annotated content sources. 
9. A method of processing a source document on a 

computer system, comprising: 
analyzing unstructured data contained in the source docu 

ment using a processor, 
generating a set of structured information about the source 

document, and storing the set of structured information 
in a memory; 

extracting the set of structured information about the 
Source document; 

identifying and aggregating a set of documents related to 
the Source document by comparing the set of structured 
information with metadata stored in a metadata data 
base, wherein the metadata stored in the metadata 
database is indexed from a set of technical reference 
publications, 

wherein a technical reference publication is identified as 
related to the source document and added to the set of 
documents related to the source document when the set 
of structured information extracted from the source 
document matches an associated metadata of the tech 
nical reference publication, wherein the set of struc 
tured information comprises a list of chemical abstract 
numbers; 

annotating the Source document with the structured infor 
mation extracted from the source document, and with 
metadata associated with each technical reference pub 
lication in the set of related documents; and 

ranking the metadata in the annotated source document, 
wherein in a case in which more than one technical 

reference publication in the set of related documents is 
associated with a piece of metadata, the piece of 
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metadata is assigned a higher rank of importance 
relative to a piece of metadata which is associated with 
fewer technical reference publications in the set of 
related documents. 

10. A method for deploying an application for processing 
a document on a computer system, comprising: 

providing a computer infrastructure being operable to: 
analyze unstructured data contained in the content source 

using a processor to generate a set of structured infor 
mation about the content Source, 

extract the set of structured information about the content 
Source and store the set of structured information in a 
memory; 

identify and aggregate a set of documents related to the 
content Source by comparing the set of structured 
information with metadata stored in a metadata data 
base, wherein the metadata stored in the metadata 
database is indexed from a set of technical reference 
publications, 
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wherein a technical reference publication is identified as 

related to the content source and added to the set of 
documents related to the content source when the set of 
structured information extracted from the Source docu 
ment matches an associated metadata of the technical 
reference publication, 

annotate the source document with metadata associated 
with the structured information extracted from the 
Source document, and with metadata associated with 
each technical reference publication in the set of related 
documents; and 

rank the metadata in the annotated Source document, 
wherein in a case in which more than one technical 

reference publication in the set of related documents is 
associated with a piece of metadata, the piece of 
metadata is assigned a higher rank of importance 
relative to a piece of metadata which is associated with 
fewer technical reference publications in the set of 
related documents. 
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