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(57) ABSTRACT 

A technique for clustering data points in a data Set that is 
arranged as a matrix having n objects and mattributes. Each 
categorical attribute of the data Set is converted to a 1-of-p 
representation of the categorical attribute. A converted data 
Set A is formed based on the data Set and the 1-of-p 
representation for each categorical attribute. The converted 
data Set A is compressed using, for example, a Goal Directed 
Projection compression technique or a Singular Value 
Decomposition compression technique, to obtain q basis 
vectors, with q being defined to be at least m+1. The 
transformed data Set is projected onto the q basis vectors to 
form a data matrix having at least one vector, with each 
vector having q dimensions. Lastly, a clustering technique is 
performed on the data matrix having vectors having q 
dimensions. 
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CLUSTERING MIXED ATTRIBUTE 
PATTERNS 

BACKGROUND OF THE INVENTION 

1. Field of the Invention 

The present invention relates to the field of data process 
ing. More particularly, the present invention relates to a 
method and apparatus for clustering data points in a data Set 
having mixed attributes or features. 

2. Description of the Related Art 
Conventional data clustering techniques perform well 

when all of the data points of a data Set contain the same type 
of attributes or features. That is, all data points of the data 
Set have only one type of attribute, Such as categorical, 
binary or real data (numeric, continuous) attributes. Con 
ventional data clustering techniques, Such as the k-medians, 
k-prototype and k-means algorithms, breakdown when a 
data Set has mixed-mode attributes, Such as attributes that 
are a combination of categorical, binary and/or real data 
attributes. 
The k-medians clustering algorithm is designed for clus 

tering data having categorical attributes, but not for data 
having mixed attributes. The k-prototype algorithm does not 
handle mixed attributes directly, but uses a tuneable param 
eter for combining attribute types. Nevertheless, the 
k-prototype algorithm produces less than optimal results 
than for data having purely categorical attributes. 

H. Ralambondarainy discloses a data clustering technique 
for converting data having categorical attributes to 1-of-p 
representations that are then combined with data of the same 
data Set having real attributes. The combined 1-of-p repre 
Sentations and real attributes are used directly in a clustering 
algorithm, Such as the k-means algorithm. 
The other conventional techniques for clustering categori 

cal attributes are either hierarchical algorithms or conceptual 
clustering algorithms. The hierarchical algorithms are O(n), 
where n is the number of data points, and, consequently, are 
too computationally intensive for large data Sets. The con 
ceptual clustering algorithms are not particularly useful for 
numeric attributes, particularly when the data is noisy. 
What is needed is an efficient way for clustering data 

points having mixed attributes whether the attributes are 
categorical, binary and/or real data attributes. 

SUMMARY OF THE INVENTION 

The present invention provides an efficient way for clus 
tering data points having mixed attributes whether the 
attributes are categorical, binary and/or real data attributes. 
The advantages of the present invention are provided by a 
method for clustering data points in a data Set that is 
arranged as a matrix having n objects and mattributes. Each 
categorical attribute of the data Set is converted to a 1-of-p 
representation of the categorical attribute. A converted data 
Set A is formed based on the data Set and the 1-of-p 
representation for each categorical attribute. 
The converted data Set A is compressed using, for 

example, a Goal Directed Projection (GDP) compression 
technique or a Singular Value Decomposition (SVD) com 
pression technique, to obtain q basis vectors, with q being 
defined to be at least m+1. The transformed data set is 
projected onto the q basis vectors to form a data matrix, with 
each vector having q dimensions. Lastly, a clustering tech 
nique is performed on the data matrix having vectors having 
q dimensions. 

According to the invention, the Step of compressing the 
converted data Set preferably includes the Steps of partition 
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2 
ing the objects of the converted data Set, or a Sample of the 
objects of the converted data Set, into k cohesive groups 
using a k-means clustering technique or an expectation 
maximization (EM) technique, with k being less than m, and 
computing a distance from each object to a centroid of each 
group. Accordingly, when the k-means technique is used, the 
distance measure can be defined to be, for example, a 
Euclidean metric, a city-block metric or a cosine Similarity 
metric. Further, the distance from each data point to the 
centroid of each group can use a different distance measure 
for each prototype Vector. 
The present invention also provides that the Step of 

compressing the converted data Set can include Subtracting 
a mean of the converted data Set from each object of the 
converted data Set, partitioning the objects into k cohesive 
groups, with k being less than m, and computing a distance 
from each object to a centroid of each group. 
When the data Set includes at least one attribute having a 

categorical portion and a corresponding real portion, the Step 
of converting each categorical attribute includes Separating 
the categorical portion of each respective attribute from the 
corresponding real portion of the attribute, and converting 
the categorical portion of each attribute to a 1-of-p repre 
Sentation. For this situation, the Step of compressing the 
converted data Set A compresses the converted categorical 
portion of each attribute. Then, each vector having q dimen 
Sions is combined with the associated real portion of each 
attribute before the transformed data Set is projected. 
Consequently, the Step of performing the clustering tech 
nique is performed on a data matrix resulting from the 
combination of each vector having q dimensions with the 
corresponding real portion of each attribute. 

In the situation when the data Set includes at least one 
attribute having a categorical portion and a corresponding 
real portion, the Step of converting each categorical attribute 
includes Separating the categorical portion of each respec 
tive attribute from the corresponding real portion of the 
attribute, converting the categorical portion of each respec 
tive attribute to a 1-of-p representation, and combining the 
1-of-p representation of the categorical portion and the 
corresponding real portion of each respective attribute. In 
this situation, the combined categorical Iof-p representation 
of the categorical portion and the corresponding real portion 
of each respective attribute are compressed. 

BRIEF DESCRIPTION OF THE DRAWING 

The present invention is illustrated by way of example 
and not limitation in the accompanying figures in which like 
reference numerals indicate Similar elements and in which: 

FIG. 1 shows a matrix having Several objects each having 
a categorical attribute that has a plurality of potential values, 
FIG.2 shows a matrix in which the objects shown in FIG. 

1 have been converted to a 1-of-p representation prior to 
processing according to the present invention; 

FIG. 3 shows a flow diagram for clustering data having 
only categorical attributes according to the present inven 
tion. 

FIG. 4 shows a flow diagram for clustering data having 
only binary attributes according to the present invention; 

FIG. 5 shows a flow diagram for clustering data having 
only real attributes according to the present invention; 

FIG. 6 shows a flow diagram for clustering data having a 
combination of categorical and binary attributes according 
to the present invention; 

FIGS. 7a and 7b show flow diagrams for alternative 
approaches for clustering data having a combination of 
categorical and real attributes according to the present 
invention; 
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FIGS. 8a and 8b show a flow diagrams for alternative 
approaches for clustering data having a combination of 
binary and real attributes according to the present invention; 
and 

FIG. 9 shows a program Storage device having a Storage 
area for Storing a machine readable program of instructions 
that are executable by the machine for performing the 
method of the present invention for clustering data having 
attribute patterns that are a combination of binary and real 
attributes and/or for reducing the dimensionality of a data 
Set. 

DETAILED DESCRIPTION 

The data clustering technique of the present invention can 
directly proceSS data having mixed attributes, thus simpli 
fying processes, Such as data Visualization, data mining and 
data Summarization, for data having any combination of 
categorical and mixed attributes using cluster prototypes and 
non-geometrical prototypes of the data. Thc data clustering 
technique of the present invention can also be used for 
clustering a data Set having only categorical attributes, only 
binary attributes, only real attributes, a combination of 
categorical and binary attributes, a combination of categori 
cal and real attributes, a combination of categorical, binary 
and real attributes, and a combination of binary and real 
attributes. 
The following description of the present invention is 

based on an original Set of data having n objects and m 
attributes, and which is organized into an nxm matrix 
denoted as Anm). 

According to the invention, the types of attributes, or 
features, contained in data set matrix Anim are initially 
identified. Each respective categorical attribute of Anm is 
converted, or expanded, into a 1-of-p representation So that 
each data point having a categorical attribute essentially 
becomes an expanded vector. That is, each respective cat 
egorical attribute of Anm) is converted into multiple 
attributes by representing each modality a categorical 
attribute as a separate attribute. To illustrate this, FIG. 1 
shows Several objects a-a-, each having a categorical 
attribute having a modality of 5: C, B, Y, 0 and O. FIG. 2 
shows objects a-a-, converted to a 1-of-p representation in 
which a binary value “1” represents the existence of a 
modality of the original categorical attribute, and a binary 
value “0” represents nonexistence of a modality. 
A binary attribute in data set Anm) is a special case of 

a categorical attribute having a modality of 2. Consequently, 
data having binary attributes do not need to be transformed 
to a 1-of-p representation. Further, real attributes contained 
in. Anmalso require no conversion to a 1-of-p represen 
tation. 

Data having a combination of categorical, binary and/or 
real attributes are recombined after the categorical attributes 
have been expanded, and the resulting 1-of-k representation 
matrix is essentially the data matrix Anim having 
expanded attributes. An under-determined matrix, by 
definition, occurs when the expanded number of attributes is 
greater than the number of objects. Similarly, an over 
determined matrix, by definition, occurs when the expanded 
number of attributes is fewer than the number of objects. 
While converting data having a categorical attribute to a 

1-of-p representation generally increases the number of 
attributes associated with a data Set, each expanded vector 
becomes a Sparse vector. That is, each vector resulting from 
the 1-of-k representation expansion has only one modality of 
the expanded categorical attribute having a value of “1”, 
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4 
while the other attributes for the expanded categorical 
attribute have a value of “0”. 

The converted, or expanded, data Set matrix A is then 
compressed using a compression technique, Such as, pref 
erably the Goal Directed Projection (GDP) compression 
algorithm, for transforming the converted data Set matrix A 
to be within a real Space, and for reducing the dimensionality 
of the data set. Alternatively, the Singular Value Decompo 
Sition (SVD) compression algorithm can be used for trans 
forming the converted data Set matrix A to be with a real 
space and for dimensionality reduction. The GDP compres 
sion technique differs from the SVD and by obtaining 
centroids of data groups instead of eigenvectors for the 
groups through computationally intensive techniques. The 
resulting centroids approximate eigenvectors obtained by 
SVD or PCA compression techniques, but are obtained 
much more rapidly by being less computationally intensive. 

For GDP compression, the converted data set is parti 
tioned into k cohesive groups using a well-known clustering 
algorithm or matrix reordering technique. The centroid for 
each group is then computed using a well-known clustering 
algorithm, Such as the k-means algorithm. The computed 
centroid is then defined to be an axis for projection. Accord 
ing to the invention, either the entire converted data Set, or 
a Sample of the data Set, can be partitioned into k cohesive 
groups for computing the centroids. The k groups are 
preferably Selected So that the within-group Scatter is 
minimized, while the between-group Scatter is maximized. 

Each computed centroid becomes an axis for projection 
for the entire data Set. For example, a data Set can be divided 
row-wise into k groups for obtaining directions for projec 
tions for the rows. Similarly, a data set can be divided 
column-wise into k groups for obtaining directions of pro 
jection for the columns. 
At this Stage, the data is available in a matrix format. At 

Step 32, the data points are grouped into k clusters, or 
Segments, using any well-known data clustering algorithm, 
Such as, the k-means algorithm or an expectation maximi 
Zation technique, So that the original matrix is divided into 
k disjoint Segments. Both the k-means algorithm and the EM 
algorithm produce k prototype Vectors that correspond to 
each of the identified k-segments. The number of prototype 
vectors k can be Selected using a variety of well-known 
heuristics, such as the MDL principle. Additionally, the 
k-means algorithm can be performed using any of a variety 
of different distance measures, such as a Euclidean (L) 
metric, a city-block metric or a cosine similarity (or inner 
product) metric. 
Once the k prototype Vectors have been computed, the 

distance of each data point in the data Set to each of the 
respective k prototypes is computed at Step 33 using any 
well-known distance measure for producing a vector having 
k attributes. Exemplary distance measures that can be used 
are the Euclidean metric, the city-block metric or the cosine 
Similarity metric. A different distance measure can be used 
for each prototype Vector. Thus, there may be as many ask 
different distance measures used in a single projection Step. 
AS a result, each data point in the data Set has a reduced 

dimensional representation by having only k attributes, with 
k being less than or equal to the number of original 
attributes. In effect, a data matrix results that has the same 
number of rows as the original data matrix, but having a 
fewer number of columns. 

Consider, for example, a data matrix A having n rows 
(data points) and m columns (attributes). Pre-clustering and 
projection can be applied to either matrix A or to the 
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transpose A of matrix A. To reduce the dimensionality of A, 
the number of data points is kept fixed, while the number of 
attributes is reduced. In contrast, to reduce the dimension 
ality of A', the number of attributes is kept fixed, while the 
number of data points is reduced. 

Using the GDP compression algorithm, the dimensional 
ity of matrix A is reduced to obtain, for example, a matrix B. 
Similarly, the dimensionality of matrix B' can be reduced to 
obtain a matrix C. 

Returning to the mixed attribute clustering technique of 
the present invention, when the converted data Set matrix A 
is either over-determined or underdetermined, GDP com 
pression can be performed on basically three types of 
matrices: the original data matrix A, a data matrix in which 
the mean of the data Set has been Subtracted from each data 
point of the data Set, or a data matrix in which the mean of 
the data Set has been Subtracted from each data point of the 
data Set and then each data point is divided by the variance 
of the data Set. This is corresponds to performing eigenvec 
tor decomposition on a Sum-Squared of products matrix, a 
covariant matrix or a correlation matrix of the data Set. A 
Sum-Squared of products matrix is AA, where A is the 
transpose of the expanded-attribute matrix A. The covariant 
matrix is formed by first Scaling matrix the expanded 
attribute matrix A by Subtracting the mean of each column 
from the elements in each respective column, then by 
computing AA. The correlation matrix is formed by first 
Scaling the expanded-attribute matrix A by Subtracting the 
mean of each column from the elements in each respective 
column, dividing the elements of each column by the 
variance of the column, and then by computing AA. 

The principal “q' eigenvectors resulting from the com 
pression are retained. For over-determined matrices, 
however, the first eigenvector is typically ignored. 
Preferably, the number of eigenvectors q is defined to be 
p=m+1, where m is the number of attributes in the original 
data Set. The converted data matrix is then projected onto the 
q' principal eigenvectors. 
At this point, a well-known clustering technique, Such as 

the k-means clustering algorithm, is performed on the trans 
formed data Set matrix A, and each cluster member is 
interpreted within its original domain. 

FIG.3 shows a flow diagram 30 for clustering data having 
only categorical attributes according to the present inven 
tion. At Step 31, the categorical attributes of the data Set are 
converted and a 1-of-p representation matrix is formed. At 
Step 32, the 1-of-p representation matrix is then converted 
into a matrix having numeric attributes by converting the 
1-of-p representation matrix by using GDP compression or 
SVD compression. At step 33, the converted data set is 
clustered using a clustering algorithm, Such as the k-means 
clustering algorithm. 

FIG. 4 shows a flow diagram 40 for clustering data having 
only binary attributes according to the present invention. AS 
previously mentioned, a binary attribute is a special case of 
a categorical attribute having a modality of 2. Thus, a data 
Set having only binary attributes is already in a 1-of-p 
representation format. At Step 41, the 1-of-p representation 
matrix is then converted into a matrix having numeric 
attributes by converting the 1-of-p representation matrix by 
using GDP compression or SVD compression. At step 42, 
the converted data Set is clustered using a clustering algo 
rithm. 

FIG. 5 shows a flow diagram 50 for clustering data having 
only real attributes according to the present invention. At 
step 51, the data set matrix is converted by using GDP 
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6 
compression or SVD compression. At Step 52, the trans 
formed data Set is clustered using a clustering algorithm. 

FIG. 6 shows a flow diagram 60 for clustering data having 
a combination of categorical and binary attributes according 
to the present invention. At Step 61, the categorical portion 
of the data is converted to a 1-of-p representation and then 
combined with the corresponding binary portion of the data 
to form a 1-of-p representation matrix of expanded vectors. 
At Step 62, the 1-of-p representation matrix is converted into 
a matrix having numeric attributes by using either GDP 
compression or SVD compression. At step 63, the converted 
data Set is clustered using a clustering algorithm. 

FIGS. 7a and 7b show flow diagrams for alternative 
approaches for clustering data having a combination of 
categorical and real attributes according to the present 
invention. FIG. 7a shows a flow diagram 70 for a first 
approach for clustering data having a combination of cat 
egorical and real attributes according to the present inven 
tion. At Step 71, the categorical portion of each data point is 
converted into a 1-of-p representation. Then, at Step 72 the 
1-of-p representation matrix is converted into a matrix 
having numeric attributes by converting the 1-of-p repre 
sentation matrix in real by GDP compression or SVD 
compression. At Step 73, the lower-dimensional representa 
tion of the categorical portion of the data is combined with 
the real part into one long vector before clustering the 
converted data Set at Step 74 using a clustering algorithm. 

FIG. 7b shows a flow diagram 75 for a second approach 
for clustering data having a combination of categorical and 
real attributes. For the Second approach, the categorical 
portion of each data point is converted into a 1-of-p repre 
sentation at step 76. At step 77, the converted categorical 
portion of each data point is combined with the correspond 
ing real portion of the data point to form one long vector for 
the data point. At Step 78, each long vector is converted into 
a lower-dimensional Space using either GDP compression or 
SVD compression. Lastly, at step 79 the converted data set 
is clustered using a clustering algorithm. 

FIGS. 8a and 8b show a flow diagrams for alternative 
approaches for clustering data having a combination of 
binary and real attributes according to the present invention. 
FIG. 8a shows a flow diagram 80 for the first approach for 
clustering data having a combination of binary and real 
attributes according to the present invention. At Step 81 the 
binary portion (1-of-p representation) of each data point is 
converted into a matrix having numeric attributes by invert 
ing the 1-of-p representation matrix in real by GDP com 
pression or SVD compression. At step 82, the lower 
dimensional representation of the binary portion of the data 
is combined with the real part into one long vector before 
clustering the converted data Set at Step 83 using a clustering 
algorithm. 

FIG. 8b shows a flow diagram 85 for the second approach 
for clustering data having a combination of binary and real 
attributes. For the Second approach, the binary portion and 
the real portion of each data point basically form one long 
vector for the data point at step 86. At step 87, each long 
vector is converted into a lower-dimensional Space using 
either GDP compression or SVD compression. Lastly, at 
Step 88 the converted data Set is clustered using a clustering 
algorithm. 

FIG. 9 shows a program storage device 90 having a 
Storage area 91. Information Stored in Storage area 91 in a 
well-known manner that is readable by a machine, and that 
tangibly embodies a program of instructions executable by 
the machine for performing the method of the present 
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invention described herein for clustering data having mixed 
attribute patterns and/or for reducing the dimensionality of 
a data Set. Program Storage device 90 can be a magnetically 
recordable medium device, Such as a magnetic diskette or 
hard drive, or an optically recordable medium device, Such 
as an optical disk. 
While the present invention has been described in con 

nection with the illustrated embodiments, it will be appre 
ciated and understood that modifications may be made 
without departing from the true Spirit and Scope of the 
invention. 
What is claimed is: 
1. A method performed by a computer for clustering data 

points in a data Set, the data Set being arranged as a matrix 
having n objects and mattributes, the method comprising the 
Steps of: 

converting each categorical attribute of the data Set to a 
1-of-p representation of the categorical attribute; 

forming a converted data Set A based on the data Set and 
the 1-of-p representation for each categorical attribute; 

compressing the converted data Set A to obtain q basis 
vectors, with q being defined to be at least m+1; 

projecting the converted data Set onto the q basis vectors 
to form a data matrix having at least one vector, each 
vector having q dimensions, and 

performing a clustering technique on the data matrix 
having vectors having q dimensions. 

2. The method according to claim 1, wherein the Step of 
compressing uses a Goal Directed Projection compression 
technique. 

3. The method according to claim 1, wherein the step of 
compressing uses a Singular Value Decomposition compres 
Sion technique. 

4. The method according to claim 1, wherein the Step of 
compressing the converted data Set includes the Steps of 

partitioning the objects into k cohesive groups, with k 
being less than m; and 

computing a distance from each object to a centroid of 
each group. 

5. The method according to claim 4, wherein the step of 
partitioning uses a k-means technique for clustering the data 
points of the converted data Set. 

6. The method according to claim 5, wherein the k-means 
techique uses one of a Euclidean metric, a city-block metric 
and a cosine Similarity metric for a distance measure. 

7. The method according to claim 5, wherein the step of 
clustering uses an expectation maximization clustering tech 
nique. 

8. The method according to claim 5, wherein the step of 
partitioning uses a Sample of the converted data Set. 

9. The method according to claim 5, wherein the step of 
computing the distance from each data point to the centroid 
of each group uses a different distance measure for each 
prototype Vector. 

10. The method according to claim 1, wherein the step of 
compressing the converted data Set includes the Steps of 

Subtracting a mean of the converted data Set from each 
object of the converted data Set, 

partitioning the objects into k cohesive groups, with k 
being less than m; and 

computing a distance from each object to a centroid of 
each group. 

11. The method according to claim 1, wherein the data Set 
includes at least one attribute having a categorical portion 
and a corresponding real portion, 
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wherein the Step of converting each categorical attribute 

includes the Steps of: 
Separating the categorical portion of each respective 

attribute from the corresponding real portion of the 
5 attribute, and 

converting the categorical portion of each attribute to a 
1-of-p representation, 

wherein the Step of compressing the converted data Set A 
compresses the converted categorical portion of each 
attribute, 

the method further comprising the Step of combining each 
Vector having q dimensions with the associated real 
portion of each attribute before the Step of projecting 
the converted data Set, and 

wherein the Step of performing the clustering technique is 
performed on a data matrix resulting from the Step of 
combining each vector having q dimensions with the 
corresponding real portion of each attribute. 

12. The method according to claim 1, wherein the data Set 
includes at least one attribute having a categorical portion 
and a corresponding real portion, 

wherein the Step of converting each categorical attribute 
includes the Steps of: 
Separating the categorical portion of each respective 

attribute from the corresponding real portion of the 
attribute, 

converting the categorical portion of each respective 
attribute to a 1-of-p representation, and 

combining the 1-of-p representation of the categorical 
portion and the corresponding real portion of each 
respective attribute, and 

wherein the Step of compressing the converted data Set A 
compresses the combined categorical 1-of-p represen 
tation of the categorical portion and the corresponding 
real portion of each respective attribute. 

13. The method according to claim 1, further comprising 
a step of computer visualizing the data points of the clus 
tered data matrix Set based on Selected attributes of the data 
Set. 

14. The method according to claim 1, further comprising 
a step of computer mining the data points of the clustered 
data matrix based on Selected attributes of the data Set. 

15. The method according to claim 1, further comprising 
a step of computer Summarizing the clustered data matrix 
based on Selected attributes of the data Set. 

16. A program Storage device comprising: 
a storage area; and 
information Stored in the Storage area, the information 

being readable by a machine, and tangibly embodying 
a program of instructions executable by the machine for 
performing method Steps comprising: 
converting each categorical attribute of a data Set to a 

1-of-p representation of the categorical attribute, the 
data Set being arranged as a matrix having n objects 
and m attributes, 

forming a converted data Set Abased on the data Set and 
the 1-of-p representation for each categorical 
attribute; 

compressing the converted data Set A to obtain q basis 
vectors, with q being defined to be at least m+1; 

projecting the converted data Set onto the q basis 
vectors to form a data matrix having at least one 
vector, each vector having q dimensions, and 

performing a clustering technique on the data matrix 
having vectors having q dimensions. 

17. The program Storage device according to claim 16, 
wherein the Step of compressing uses a Goal Directed 
Projection compression technique. 
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18. The program Storage device according to claim 16, 
wherein the Step of compressing uses a Singular Value 
Decomposition compression technique. 

19. The program Storage device according to claim 16, 
wherein the Step of compressing the converted data Set 
includes the Steps of: 

partitioning the objects into k cohesive groups, with k 
being less than m; and 

computing a distance from each object to a centroid of 
each group. 

20. The program Storage device according to claim 19, 
wherein the Step of partitioning uses a k-means technique for 
clustering the data points of the converted data Set. 

21. The program Storage device according to claim 20, 
wherein the k-means technique uses one of a Euclidean 
metric, a city-block metric and a cosine Similarity metric for 
a distance measure. 

22. The program Storage device according to claim 20, 
wherein the Step of clustering uses an expectation maximi 
Zation clustering technique. 

23. The program Storage device according to claim 20, 
wherein the Step of partitioning uses a Sample of the con 
verted data Set. 

24. The program Storage device according to claim 20, 
wherein the Step of computing the distance from each data 
point to the centroid of each group uses a different distance 
measure for each prototype Vector. 

25. The program Storage according to claim 16, wherein 
the Step of compressing the converted data Set includes the 
Steps of: 

Subtracting a mean of the converted data Set from each 
object of the converted data Set, 

partitioning the objects into k cohesive groups, with k 
being less than m; and 

computing a distance from each object to a centroid of 
each group. 

26. The program Storage device according to claim 16, 
wherein the data Set includes at least one attribute having a 
categorical portion and a corresponding real portion, 

wherein the Step of converting each categorical attribute 
includes the Steps of: 
Separating the categorical portion of each respective 

attribute from the corresponding real portion of the 
attribute, and 
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converting the categorical portion of each attribute to a 

1-of-p representation, 
wherein the Step of compressing the converted data Set A 

compresses the converted categorical portion of each 
attribute, 

the method further comprising the Step of combining each 
Vector having p dimensions with the associated real 
portion of each attribute before the Step of projecting 
the transformed data Set, and 

wherein the Step of performing the clustering technique is 
performed on a data matrix resulting from the Step of 
combining each vector having q dimensions with the 
corresponding real portion of each attribute. 

27. The program Storage device according to claim 16, 
wherein the data Set includes at least one attribute having a 
categorical portion and a corresponding real portion, 

wherein the Step of converting each categorical attribute 
includes the Steps of: 
Separating the categorical portion of each respective 

attribute from the corresponding real portion of the 
attribute, 

converting the categorical portion of each respective 
attribute to a 1-of-p representation, and 

combining the 1-of-p representation of the categorical 
portion and the corresponding real portion of each 
respective attribute, and 

wherein the Step of compressing the converted data Set A 
compresses the combined categorical 1-of-p represen 
tation of the categorical portion and the corresponding 
real portion of each respective attribute. 

28. The program Storage device according to claim 16, 
further comprising a Step of computer Visualizing the data 
points of the data Set based on Selected attributes of the data 
Set. 

29. The program Storage device according to claim 16, 
further comprising a step of computer mining the data points 
of the clustered data matrix based on selected attributes of 
the data Set. 

30. The program Storage device according to claim 16, 
further comprising a Step of computer Summarizing the 
clustered data matrix based on Selected attributes of the data 
Set. 
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